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1. Define diagonal matrix, Scalar matrix, Hermitian matrix, Idlempotent matrix

and nil
potent matrix

Ans:

Diagonal Matrix : A square matrix in which every element except principle
diagonal is zero.

Scalar Matrix : A type of diagonal matrix in which all diagonal element are same.

Hermitian matrix: A complex square matrix that is equal to its own conjugate
transpose matrix.

Idempotent matrix: An idempotent matrix is one that when it multiplied by itself
produces the same matrix.

Nilpotent matrix : A type of square matrix which produces a null matrix when it is
multiplied by itself.

2. Define diagonal and tri-diagonal matrix with examples.

Ans:

Diagonal matrix: A square matrix in which every element except principle
diagonal is zero.
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Tri-diagonal matrix: A square matrix in which every element except the major
three diagonal is zero.
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3. Show that the matrices A =|2 —1 3|landB =| -4 0 1 | are the inverses of
4 1 8 6 -1 -1
each other.
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5. Define Column matrix, Row matrix, Inverse matrix, Square matrix and Transpose of a

matrix.

Ans:
Column matrix : A matrix having only 1 column
Row matrix : A matrix having only one row

Inverse matrix: If Ais a non-singular matrix, there existence of n *x 1 matrix
A~ 1 which is called the inverse matrix of A such that it satisfies the property

AA~! = I, where I is an identity matrix
Square matrix: A matrix having same number of rows and columns

Transpose of a matrix : The transpose of a matrix can be defined as an operator
which can switch the rows and column indices of a matrix.

2 =2 -4
6. Determine whether the matrix A =|—1 3 4 ‘ is idempotent or not.
1 -2 -3

Ans:
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Hence, it's an idempotent matrix.

7. Find whether the matrix A = |2 + 3i
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So, it's Hermitian matrix

8. Solve the following equations for A and B
_Ml3 -3 0
2A-B= [3 2]

3
2B+ A = [_41 ‘11 _54]

A P
ab = [z 7]

9. If the matrix A

4 x+27. .
[Zx 3 oyl symmetric, find the value of x and hence find the

matrix A.
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12. Determine whether the %o_llowing vectors are linearly dependent or linearly independent.
U=(1,2,5),v=(0,2,4)andw =(-1, 1, 0).

=

determinant £ 0 — Linearly independent

determinant = 0 - Linearly dependent
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Hence, it is linearly independent.

13. Determine the value of a so that the following system in unknowns x, y, z has

(1) no solution (ii) more than one solution (iii) a unique solution.
xty-z=1

2x +3y+az=3

X tay+3z= 2
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No Solutions:

=

For this to occur we must have a row where the left side is all zeros, but
the right side is not

[000]z]
Infinitely Many Solutions/More than one solution:

This occurs when we have a free variable. This is achieved by getting a
whole row (including the right side) or column to be zeros:

[000]0]
Unique

We must have a leading term for each column.
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(i1)a= -3
(i1)a =2
(iti)a 7 —3,2

1 -3 2
14. What is the rank of a matrix? Find the rank of the matrix X = |-2 2 0 ]
-6 9 =3

Rank of a Matrix
The maximum number of linearly independent rows of a matrix is called

a=

the rank of a matrix.

Find the Row Echelon, count the number of non-zero row(s).
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The rank of the matrix is 2.

15. What is rank of a matrix? Reduce the following matrix A into its Echelon form to find the

8 6 2
rank, where A = |—-6 7 —4/|.
2 —4 3

Rank of a matrix: The number of linearly independent rows in a matrix
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The rank of the matrix 3.

16. Find the rank of the matrix A =

[ ST U
o Lh N
[T SN
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Zn-
= c g |
Ty = ——
°L
The rank of the matrix is 3.
T - =7
17. Solve the following system of linear equations by
X+y+z=6
x—y+z=2
2x+y—-z=1

i using Cramer rule.

iil. using Gauss elimination.

iii. using matrix method

Which method involves fewer computations?
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20. Find the characteristic equation and all the characteristic roots of the matrix A =

-6 7 —4|

(@)
&
2

cE F —4 _ -

3-4 & 2
e P-n 7
- -4 B

n-al | = (%) [1}-1)(55—?%@ - @[(-e)(f»‘ﬁ)*g}
+ 2 [9,4—0_ @_7\7’}
- A —HFAY o

Matrices, Vector Analysis and Co-ordinate Geometry



Question:

8 6 2
6 7 -4
2 -4 3

Find eigenvectors ...

A4-21=0

(8-4) -6 2
6 (7-2) -4 |=o0

(g
1
I
—
(%]
1
K

B-DT-H*xB-D-(-D>x(-4)-(-6)((-6)*B-A-(-9x2)+2(-6)*(-4)-(7-4)>x2)=0

(8—.1}((21— 10,1+,12)- 16)—6((— 18+ 61) - (-8))+2(24-(14-24)) = 0
(8 -/1}(5 - 10,1+/{2)+6{ S10+64)+2(10+24) =0
(40—85,{+ 18,13-A3)+(-60+36,1)+{20+4,1)=0

(-,{3+ 1832-45,1):0

AMA-3)A-13)=0

~ the eigenvalues of the matrix A are given by 4 =0, 3, 15
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21. Find the characteristic equation and all the characteristic roots of the matrix A =
1 2 3
0 2 3|

0 0 2

|a-21]- Q-A)[@‘“)V}Z{f';}
+% |5 -]
_(-M) (2 A

Characteristic equation

)
(1-A) g-R) =
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22. Diagonalize the matrix & = (2 3]

v
&

A-AL= (14’5\ labg

Steps:

1) Eigen Value ()

2) Eigen Vector (V1,V5)

3) Model Matrix P = [V V]
4) Diagonalized Matrix : P~ AP
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(A-5) (D) ©
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Eigen vector
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Model matrix: : \
\:9 = |V, Vi »—*\ \
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23. State the Cayley Hamilton theorem. Verify the theorem for the matrix A = [ 2 3

1 4] and
hence find A~

Cayley Hamilton Theorem
Cayley Hamilton theorem states that every square matrix satisfies it’s
own equation.

a=

Verification

1) Figure out the characteristics equation
2) Replace A (matrix) instead of \

3) Add an identity matrix with constant

Matrices, Vector Analysis and Co-ordinate Geometry
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1
24. Verify Cayley Hamilton theorem for the matrix 4 =| 3
6

inverse of A.

Matrices, Vector Analysis and Co-ordinate Geometry
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-6 4

and hence find the
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Find the characteristic polynomial of the matrix M with respect to the variable .:

1 -33
M:[S -5 3]

6 -6 4

To find the characteristic polynomial of a matrix, subtract a variable multiplied by
the identity matrix and take the determinant:

M= Al

1 -3 3 1 00
M-11] = |3 -53-1010
6 -6 4 001
1 =33 100
= (3 -5 3-021020
6 -64 002

-A+1 =3 3

= 3 ~1=5 3

6 -6 -1+4

Because there are no zeros in the matrix, expand with respect to row 1:

-i+1 =3 3
= 3 1=5 3
6 6 L+ 4

=l+1 =3 3
Thedeterminantofthematrb([ 3 -A-5 3 ]isg‘wenby
6 -6 -1+4
=A=5 3 3 3 3 -1-5]
(_‘Hl)‘ -6 —,1+4‘+ ‘6 —,1+4‘+ |6 -6 ‘

-A-5 3 -1-5
=(-,\+1)‘ 6 ‘

33 3 3
-,=.+4‘+ ‘5 -,=.+4‘+ |5 -6

3

e —1-5
o -6 —1+4

|:[(—,1+1)[A2+,1—2}:—A3+3,1—2}:

=(-a+(Psa-2) +3‘3

3,43 -5
6 -A+a|t

6 -6

3 3

3‘6 _A+4‘=(3[—3;‘.—5)=—9;‘.—18):

-1-5
= (A4 DA% +0-2)+3(-31-6)+3 ‘

6 -6

3 3 -1-5
6 -6

= (A DA% +1-2)+3(-31-6) + 3(61+12)

=(3(61+12)= 181+ 36):

(-A+ (A2 +1-2)+3(-31-6)+[3(61+12)=-17+ 121+ 16:

Answer:

=-A+121+16

Matrices, Vector Analysis and Co-ordinate Geometry
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25. Show the following system of linear equations as its equivalent matrix form and as linear
combination of vectors:

X1+ 2x; —4x3+Tx, =4
3xy + x3 +6x3 — 8x, =12

4x; —5x; —3x3+7x, =8

Matrix representation

no2 -+ F|M *
w7 1L
% 1 ¢ 3
4 -5 -0 F4\7 ¢
e

Vector representation

l 2 -+ -+
Mb 'TMK: 4wy e\—r’?u g |7
3 5 5 !

26. Give the matrix and vector representation of the following system of linear equations:

xq + 2x, =40
Xy + 2%, —4x; +7x, =4 —x; —2x, + 6x3 =11
(i) 3x; —5x, +6x;—8x, =8 {ii) —5x, +6x3 —8x, =11

4x, — 3%, — 2x3 + 6x4 = 11 —2x3+6x4—x5=11

ZX4 - 7x5 = 200

Matrix Representation 4 o
o o\ M N
I N
< L
oy -2 6 o < =
[a] < -'{L 6 —-‘ Ly 200
0 o o 92 Tl ‘ys
40
Vector Representation b O
O \
|
o -‘- r){_'b- a) - 1
20 »

LA4 T IA5 — 4UU
27. Define equal vector and null vector. Find the scalar product of the vectors (2, 3, 1) and (3, 1, -2).
Also find the angle between them.

— -~ -
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Equal Vector: Equal vectors are defined as two vectors having same magnitude
and direction

Null Vector: A directionless vector whose magnitude is zero is called a null vector

u=2i +3j+ 1 u|=_\}7f'+ ')3‘.[.\ =-\J|4
v=3i+1j2klv =Y 4

wy = (2%3) + (3*1) +(1)(-2)=7

wv=|ul.|v| cod-

29. Apply the concept of vector cross product to find the area of the parallelogram

constructed by the vectors i = [_32] and ¥ = [2]

o - |5
Uh = ;J V"'l%_]

—

HWG'O = - Ib Q

5 Y Q
=-k (- &£—\%)
= 2\k
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0, wheni #j

C, wheni=j

Construct a 3 X 3 order matrix and identify the type of matrix, where C is the sum of
the 1° digit and the last digit of your ID. Also test the matrix A is

i. orthogonal or not

30.1fA = [aU], where a;j = {

ii. singular or not

Tp=2iclco B
Sum=3—+l3‘\o
C=o)

e O o
H — o 10 (@]

O &) |0

T |t © < . : .
A = o lo © =) Square, diagonal, scalar matrix
© 6o 10

_ : T
+ {.o o OJ [8 |bc Z—X ﬂTP —:..\ [2%7)
S o |0 [al

s PP

- [r(fb ] 0 R
] lod ©
Q (w] lm]
= (db[ v ;}1@1
[S] ] |
AAT = AT A = I, not orthogonal

TN o
ﬂ-::- o 10 <)
Oy O lo

B = 1o (o) -6 e

fa—(S'D —_,: O , Not Singular

0, wheni<j
i+j, wheni=j
2i —j,wheni>j
Construct a 3 X 3 matrix and identify the type of the matrix A. Also check whether it is

31.IfA = [a”] where a”' =

singular or not.
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Observation : 1 > j : below the principle diagonal
1<] : above the principle diagonal

i==j : the principle diagonal
A= |2 0
n, 4 a
I 9 c

A is square matrix, lower triangular matrix

|,q.|=g (9_4 —0] — ¢t 0
= 49 ’:\fb y Not singular

32. Define Augmented matrix. Use Augmented matrix to solve the system of linear equations

2x+y—-2z=10
3x+2y+2z=1
S5x+4y+3z=4

An augmented matrix is a matrix formed by combining the columns of two matrices
to form a new matrix.

2 | -1 to
5 4 % 4
P e R E N N Y RN ey
et lo 728 | gy - axrg- ST
O %16 L —iv
ol [ -2 10O y
- Ty - 51)
=lo 1 e 2D [ﬁg 1ty 2
o o -4 4L
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34. Find a unit normal to the surface x2y + 2xz = 4 at the point (2, -2, 3).
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= 10x9+92) 1 [ (C)++ (20

hﬁ- (?y—‘]_)q;): ’CZ,I T q\J+ 4k

| D3 =\ &tq14=6

= 4?%]/: L@@m.m}

35. Determine whether the force field ﬁ(x, y,z) = x*yi + xyzj — x?y?k is a conservative
or not.

Curl (F) =0 - Conservative & Irrotational

&
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36. Find the angle between the surfaces x4 y2 +z° =49 and x* + y2 —z=43 at (6,3, -2).
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Final List
34. Write down three vector operators gradient, divergence and curl.

Gradient: The gradient of a function is defined to be a vector field. It denotes
the direction of greatest change of a scalar function .The gradient of a
scalar-valued function f(z,y, z) is the vector field

grad f = Af = i+ 3+ 3k

A f is a vector valued function, but f is not.

Divergence: Divergence is a vector operator that operates on a vector field,
producing a scalar field giving the quantity of the vector field's source at each
point. The divergence of a vector field F'(z, y, z) is the scalar-valued function

divF = AF = 35 1 0 4 o1

F'is vector-valued function but, divEF' is not.

Curl: Curl is a vector operator that describes the infinitesimal circulation of a
vector field in three-dimensional Euclidean space. The curl of a vector field
F(z,y, z) is the vector field

curl F=Ax F

F and curl Fare both vector-valued function.
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35. Show that the divergence of the curl of a vector field A is zero.

[—:=Ec,i + %J-r LK

curl (Fl=v x F

3 K
" e 9
2 %‘J 52
R § R
= . 1oF _.'ri?)
~l@5"“%)“‘3b :
= 4
+ kk [(DF _ ~F
K . "ila

—» -
36. Let A =xy°i—3x’yj+2yz" k . Now find curleurlef A at (1,0, - 4).

Matrices, Vector Analysis and Co-ordinate Geometry
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37. Verify Green’s theorem in the plane for 556 (xy + y?)dx + x%dy, where C is the closed
curve of the region bounded by y = x and y = x2.

™ qiven, o
}dt'li-\-a Jew 4oy
M= ?L*a .,..11_, ™= s
= %%--Hr'lj( > =2
a:'v. F "a":-')(q-"
== %
=7 () = O

"M R~ =D A

LH.g - j (22 du+1”'t\-&

- ‘B gy ) Qu o i A S@q—xf) AN v ‘a’z'd-é,
0A

AL
= R S
:LJ.—-
Akmg oA Along  AO,
- o
‘17 D—h ﬁ__ da';d?'-

'Il = j QH.] +-&7f>é1*'xq’&-&
oA

O Oy d o
~
- )L@M-ﬁ)m* » t
! e e el
B I p e
£ 3 + - g ?“1—. . __/l_
| i 1 A "Lﬁ)"
B o Rt W ©
w N Ko o T
L-H.8 =5 A Sa

P"H*-S': . Tm_..—... | T Y
T:\)vo if"t"' kﬂx x ‘ZD c‘;j i

- | [eesdagan - ) Pamads
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39. Apply Green’s theorem find §_(x2ydx +x"dy), where c is the boundary of the region enclosed

by the line y = x and the curve y = x’

) -
¢ >€“"w’ 3(1”‘&&: +dhdy )

M=% Y M- n
B L ~2rt 2
27 o

1=, it Al

NE=0.3. Y=0.1

Friem  Greeen o Yhosue™

.l DN_ — oM ody
e- [5G -t
1 = ;
- | flamD e

Aoyl
e 821} 4=

- jl Y)'ﬁ‘& = &—pk’!’ j'a'j—’
°

s

A d‘y&
[ [retd- @2
o A~ d
- j‘ (2" pl® D :ﬁ
B I TR
- g S
’__4Qv'4’g‘]’“-q"" = -j:‘
e T et ¢o
0 XANE

-

40. Determine the angles @, 8, ¥ which the vector A = 2f — 3j+ k makes with the positive
directions of the coordinate axes. Also show that cos?a + cos?f + cos?y = 1.
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A =L R
sces (2
\ﬂ'ﬁw
-1\ ﬁ 9 7-_.('_,0';\ 2
Y:’ = Co5 \ﬁ\\d\ W)

— o B\ = c;c;sﬂ(—i
o= 6111 Vﬁ\

L $= cj’g’o\ + o P o3
=\

41. Find a unit vector
. in the direction to the vector A = 2i + 4j — 5k.
i. parallel to the resultant of the vectors B = 2i + 4f — 5kand C =1 + 2j + 3k.
iii. perpendicular to the plane constructed by the vectors D = 3 + jand
E=—i+2j+2k.

[23 .
‘N = | N"-"s\ﬁé ) . _ %
¢l u= e L) AF - \3 T
- 'l\f;’\:_) UK -y L
S

G RS =D 162K

42. Find whether the vectors A = i + 2j — 3k, B = 2i —j+ 2kand C = 3i+Jj — k are
coplanar.
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-i - q)- "5k

SNl G RESRARE
(& 5\ N — @ + 5

= 'D/ Coplanar

43. What is inner product of vectors? Apply the Gram-Schmidt orthonormalization
algorithm to the set of vectors v; = (1,0,1), v, = (1,0,—1) and v; = (0,3,4) to
obtain an orthonormal basis. Justify your results.

An inner product is a generalization of the dot product. In a vector space, itis a

way to multiply vectors together, with the result of this multiplication being a scalar.

1
L':—:.::[—.ﬂ,—]
PTG VT e E WETOWE
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Then normalize V, = [1,0,-1)

g, = Ve U,
B TR A TAT |

Vo = 04 U, = [1,0,-1] - ([1,0,-1] [F u—)[r ]

1 1y71 1
=|1.I},—1]—[1.E+ﬂ.ﬂ+{—llﬁ}[ﬁ ”ﬁ

=[1,0-1] = [1l+m:|+( 1). }[ -.-"]

VI

= [1,0,-1]
_ WB-0hugn, _ [o-l _[1 0t
I JEres-p W7V

Wow normalize ¥y = [0,3, 4]

_ V= (Ve U = (1 D),
WIVs = (Wa- L) = (Vs D)L

Wy = (Va Uy D00y — (Ws U3
=[0,3,4] - {|ﬂ34| [—u L,_ ﬁ]

(msafho-H) o3

=[0,3,4] -[2.0,2] - [2,0,-2]

Uy

=[0,3,0]

g Y Ve Ul - (VU0 [0.3,00
TV = (Ve U, = (V. UL T VO 3 0F

=[0,1.0

.- [1 1 i
Therefore, the ombonormal basis is 31:'1-_1" [ﬁ'"}' -= L0, 1,0]

44. Explain direction cosines of a line. If the angle between two straight lines is 8 and their
direction cosines are [, my,n; and l,, m,, n, then show that
cos@ = L1, + mym, + nyn,.
Hence develop this relation for sin 8.

Direction cosines of a line

If a miven line makes angles @, f,y with the positive direction of x,y and z axes
respectively, then cosa,cosfi,cosy are the direction cosines of the line and are
generally denoted by [, m, n respectively. The angles a, f, y are called the direction angle

of the line.
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and (x2- ¥2. 22) Tespectively.

Second method : Let OP = r,, OP; = r,, PP, = d and the co-ordinates of P,, P; be (x;. ). 21)

.Y.il.

YA

Fig:11
. Then x; =y} s nmpiIz=nm ;
and x; = ryly 1 Y = otz 1 2 = Ttz
then by geometry, we have
DPlz-i-OPzz-P;Pzz:E oP, OP]CNG 1
rl+r?—d? =
s 2ryr

i3
Now riZ =x2 + y2 + 2 1’ = Xt +y? + 22

and P,P;¢ =d, = (x2 -"11}2 + fyz .—'H])z +(z— ZIF
= 1,2 4 12 — 2ryry(lyly + Mz + myny ) by eq. (3)
. r:2+r22_.-.r2] —-r2:+2l"'|"2 {.I'll2+ﬂl]ml +ﬂjm
Seosh = 2nn

or, cos 8 = Il + mym + iy

Art.17. (a) Expression for sin 6 and tan 6.
5in’ﬂ=1_mg19=1—(flf2+m1m;+ﬂ|ﬂz)2 :
= (2, + m2 +n®) (P + g2 + mg?) — (hlz + 1mymz + 1y ny)
= (12, :

2
= {flmz — lzm.)z + (myny — m;ul}’ + ('.:I;Iz - J‘IEI]] :
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2. Explan shortest distance. Find the equation of the line of shortest distance and evaluate
the length of the shortest distance between the lines
x-1 _ y-2 _ 2-5 x-2 _ y-4 _z-5

—_—=—=—and —=

z 3 4 3 4 5
Shortest Distance

When two lines do not intersect and are parallel as well, that 1s, they do not lie in the
same plane, then these lines are said to be non-intersecting lines. The straight line which
1s perpendicular to each of these non-intersecting lines 1s called the line of shortest
distance and the length of this line mntercepted between the given lines 1s called the
shortest distance of those lines.
Length of the shortest distance
Let [, m, n be the direction cosines of the line of shortest distance. As 1t 1s perpendicular
to both the lines given
x—1 y—-2 z-5
2 3 4
x—2 y—4 z-5
3 4 5
Weget2l+3m+4n=0and3l+4m+5n=10
Solving simultaneously we get

{ m n
15-16 12-10 8-9
Giving_—z:%: _%Z%,thusfz —\%m :‘%andn: _,,.+§
The magnitude of the shortest distance 1s the projection of the line joining (1, 2, 5) and
(2,4,5)
Shortest Distance = (2 — 1) (— ,,.ifg) +(4-2) (%) 4+(5—-5) (_,Tlg) = jTE

Now, the equation of the plane containing the first of the two given lines and the line of
shortest distance 1s
x—1 y—2 z-5
2 3 4
-1 2 -1
1lx+ 2y —-7z+13 =10
Also the equation of the plane containing the second line and the shortest distance 1s
x—2 y—4 z-5
3 B 5
-1 2 -1
Ix+y—52+7=0
Therefore, the equation of the line of shortest distance 1s

=0

=0
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X -5 y-7  z43 -8 y-4 z-5 . .
3. Show that the lines xT = yT = z_—E and IT = yT = ZT are coplanar. Find their

intersection point and the equation of the plane i which they he.

The condition for the lines

X=X = Z—E e - Z2—Z: 3
e L 2= IR he coplanar is

I W, T, L my Ty
X=Xy Ye—WN1 Zx— 5
1y my n |=0
Iz mz Nz
Now
8-5 4-7 5+3
1+ 4 -5 |=0
7 1 3
So the given lines are coplanar.
The equation of the plane in which they lie 15
x—5 y—-7 z+3
1t + -5|=0
7 1 3

21x — 19y + 222 + 125 =0

I
ul
T‘.
3
N‘l
pul .
>
>
|
D
L
!
-fu
(]
]
G
[

|
i
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4s0 + FH :_'p’-_b’fg

4.+ = bT 4
)

= -7

X = \ intersecting point

v =5 (U500

T -2

47. Find the equation of the straight line that intersect the lines
4x+y—-—10=0=y+2z+6and3x—4y+5z24+5=0=x+2y—4z+7
and passing through the point (-1, 2, 2).

4 x4+ y—-10= 0O
7 4+ L2y

dx t y-lety L‘/-I-Q-i-f-C)'-‘b
ot L—l,'L,Q,)

oy
K: | L

4-,@4. Q__\EI—FQ_Q —4'-7‘(3
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